
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Comparing Player Attention on Procedurally Generated vs. 
Hand Crafted Sokoban Levels with an Auditory Stroop Test 

  Joshua Taylor 
Thomas D. Parsons 

Ian Parberry 

Technical Report LARC-2015-02 

Laboratory for Recreational Computing 
Department of Computer Science & Engineering 

University of North Texas 
Denton, Texas, USA 

February, 2015 

 

 

  
 



Comparing Player Attention on Procedurally Generated vs.
Hand Crafted Sokoban Levels with an Auditory Stroop Test

Joshua Taylor
Department of Computer
Science & Engineering

University of North Texas

Thomas D. Parsons
Department of Psychology
University of North Texas

Ian Parberry
Department of Computer
Science & Engineering

University of North Texas

ABSTRACT
Evidence is provided that players pay at least as much at-
tention to a set of procedurally generated Sokoban levels as
they do to levels hand crafted by expert designers. Data
were collected from 40 participants who played Sokoban un-
der laboratory conditions while simultaneously performing
an auditory Stroop test. Three performance measures from
the Stroop test were analyzed and compared after account-
ing for differences in individual players.

1. INTRODUCTION
We hypothesize that there is no significant difference be-
tween players’ attention levels while playing procedurally
generated Sokoban levels and their attention levels while
playing hand crafted levels. To test this, we assume there
is a difference and attempt to measure it using an auditory
Stroop test. Under our assumptions, when a player pays
more attention to the game and less to the Stroop test their
reaction time will slow down, their accuracy will fall, and
the number of times they fail to respond will increase.

Sokoban is a grid-based transport puzzle. The goal is to push
boxes onto marked goal squares using the player’s avatar (see
Figure 1). The challenge comes from the placement of the
walls, goals and boxes and the restriction that the avatar
can only push boxes, and then only one box at a time. For
example, Figure 3 shows a level with a single box and a
single goal that can be solved in 9 moves: push right, move
down, move right, push up, push up, move right, move up,
push left, and push left.

Culberson [4] has shown that Sokoban is PSPACE-complete,
meaning that it is in a sense at least as difficult as almost

Figure 1: A simple Sokoban level on the left, with
the icons on the right representing the player avatar,
a box, the goal, and a wall.

any single-player game (Demaine [5]). This, together with
its simple rules, makes Sokoban a challenging candidate for
procedural generation of interesting puzzle instances of vary-
ing levels of difficulty. Some research into what makes a
Sokoban level interesting and what makes it difficult include
Ashlock and Schonfeld [3], and Jarušek and Pelánek [9].

Doran and Parberry [6] suggest five criteria for successful
content generation: (1) novelty: contains an element of ran-
domness and unpredictability, (2) structure: is not merely
random noise, but contains larger structures, (3) speed: can
be quickly generated, (4) controllability: can be generated
according to a set of natural designer-centric parameters,
and (5) interest: has a combination of randomness and struc-
ture that players find engaging. Taylor and Parberry [20]
presented a procedural Sokoban level generator and argued
that it satisfies the first four of these criteria, leaving the
topic of player interest for future work. That is the topic of
this paper.

We performed a study involving 40 participants who played
Sokoban under laboratory conditions while simultaneously
performing an auditory Stroop test. While the participants
were playing the game, we measured their attention as an
indicator of their interest and engagement. Specifically, we
measured the attention of participants playing Sokoban lev-
els from the procedural generator of Taylor and Parberry [20]
and compared the results to their attention levels while play-

Figure 2: A human generated Sokoban level on the
left, and a procedurally generated level on the right.



Figure 3: Solving a simple Sokoban level in 9 moves from the initial configuration (1).

ing hand crafted levels from experienced Sokoban designers.
Figure 2 shows an example of a hand crafted level on the
left and a procedurally generated level from our algorithm
on the right.

We analyzed the results with three linear mixed models with
all dependent variables and covariates modeled as fixed vari-
ables and the subject as a random variable. Our results
showed little, if any significant difference in player atten-
tion between the two types of levels; therefore, we conclude
that our procedurally generated Sokoban levels are at least
as interesting and engaging to players as human designed
levels.

The main part of this paper is divided into three sections.
Section 2 describes our study in more detail, including ex-
perimental design, analysis issues arising from the data dis-
tribution, the effects of boredom and difficulty on attention,
and our choice of covariates. Section 3 describes the data
gathered, discusses some properties of it and of the models
used in our analysis. Section 4 contains our analysis of the
data, including analyses of player reaction times, percentage
of correct answers, and percentage of unanswered questions
from the auditory Stroop test.

2. THE STUDY
Attention is a finite resource in the sense that the more
attention you pay to one thing, the less you have to spend on
other things (Sinnett et al. [18]). We measure attention by
requiring participants to play Sokoban while simultaneously
taking a Stroop test, which is a common way of measuring
subjects’ reactions to conflicting information (Stroop [19],
MacLeod [13]). In its original form, words such as “Red”,
“Green”, and “Blue” are displayed in different colors that do
not necessarily match the words themselves. Participants
are required to respond to the color of the text while ignoring
what the text actually says.

Since Sokoban is primarily a visual game, we chose an au-
ditory Stroop test to minimize the direct disruption to play.
Participants played Sokoban with their left hand using the
W, A, S and D letter keys while simultaneously respond-

ing to the Stroop test with their right hand using the 8
and 2 keys on the numeric keypad. The participants played
Sokoban without audio, while the Stroop test had no visual
representation. While it is easier to multitask across differ-
ent sensory modalities, there is often still some loss of perfor-
mance (Sinnett et al. [18]). For this experiment, the Stroop
test chosen involved a voice saying the word “High” or “Low”
in either a high or low pitch. Participants needed to respond
to the actual pitch of the word, and not the word itself. For
example, if the participant hears the word “High” in a low-
pitched voice, the correct response is “Low”. MacLeod [13]
surveyed various forms of auditory Stroop tests that have
been studied, including tests using high and low pitches.
The study concluded that auditory Stroop tests may not be
as effective as the original but they are similar.

Task engagement involves a user focusing on information
that is relevant to a given task and the filtering of infor-
mation that might interfere with it. In the auditory Stroop
task, for example, the impact of an incongruent word needs
to be controlled, which effectively renders it salient. This
effect has been found to be counteracted by increasing the
saliency of the task-relevant input. For example, Krebs et
al. [12] assessed the influence of novelty on interference pro-
cessing. They employed a picture-word interference task
in which they manipulated the novelty of the task-relevant
picture. They found that picture novelty reduced typical
Stroop interference from incongruent words. Similar find-
ings were found by Armstrong et al. [2] when they pre-
sented users with Stroop stimuli while they played an action
video game. They found that the executive network was
activated during low-engagement gaming conditions and a
salience network was activated in response to highly engag-
ing gaming conditions. Therefore, we make the assumption
that measuring responses to a Stroop test will allow us to
say something meaningful about the subject’s engagement.

Stimuli used in the auditory Stroop test were words (“High”,
“Low”) presented in a high and low pitch and were recorded
in a high-quality digital format (sampling rate = 44,100
Hz). Exemplars of each stimulus were generated using text-
to-speech software to provide a consistent voice, generating



stimuli with similar durations (249 to 275 milliseconds), and
pitch (high = 222 Hz, low = 124 Hz). Different pitch-word
combinations produced congruent and incongruent condi-
tions. Spoken words were presented via headphones. The
speech was clearly audible above the background computer
lab noise. For each auditory trials, participants discrimi-
nated the pitch by pressing one of two buttons. In-house
software was used for stimulus presentation and response
logging. Responses were recorded until the next stimulus
was presented.

We measured performance on the Stroop test in three ways:
(1) reaction time: the time between when the word was said
and the time when the participant pressed a button in re-
sponse, (2) percentage correct: how often they responded
correctly, and (3) percentage unanswered: how often they
failed to respond at all. For all three, the results were sep-
arated into responses to congruent tests (those where the
word and the pitch matched) and incongruent tests (those
where they did not match). A reasonable expectation is that
as participants pay more attention to the Sokoban game,
they will take longer to respond to the Stroop test, their
percentage of correct responses will go down, and their per-
centage of unanswered prompts will go up.

The remainder of this section is divided into four subsec-
tions. Section 2.1 describes our experimental design. Sec-
tion 2.2 discusses some analysis issues arising from the data
distribution. Section 2.3 discusses the effects of boredom
and difficulty on attention, and our selection of covariates
related to this.

2.1 Experimental Design
Each participant performed six sub-tasks during the experi-
ment: take the attention test, practice the Stroop test, prac-
tice playing Sokoban, play the hand crafted levels, play the
procedurally generated levels, and take the demographics
survey. Half of the participants took the attention test be-
fore the game and half took it afterwards. Half of them prac-
ticed the Stroop test first and half practiced Sokoban first.
Half played the hand crafted level set first and half played
the procedurally generated levels first. Finally, there were
five different sets of hand crafted levels from five different
authors, chosen for their similarity. Everyone played both
practice rounds before playing the main game and everyone
took the survey as the last step. This gave a total of 40
combinations of conditions and each subject was randomly
assigned to a different combination.

The entire process took place in a single two-hour session
per person. The attention test chosen was the Attention
Network Test (see Fan et al. [7] and MacLeod et al. [14]),
which is a standard attentional test in psychology research.
The demographics survey was based on the 2010 U.S. census
with some additional questions about the participants’ use
of computers, game playing habits and preferences (for ex-
ample, what types of games they enjoyed), and about their
experiences with the study.

The participants were a mix of computer science and psy-
chology students. They were not informed of the purpose
of the test, nor that some of the levels were procedurally
generated. None of the participants mentioned any differ-

ences they may have noticed, either in the comments on the
survey or to the researchers directly.

2.2 Normality of Dependent Variables
Response time in general does not appear to follow any
simple distribution, although some research suggests that
a combination of an inverse Gaussian distribution and an ex-
ponential distribution is a good approximation (Schwartz [17]).
Due to the skewness of the data and the fact that reac-
tion time cannot be negative, we also tried transforming the
data. We tried a Box-Cox transformation as suggested by
Osborne [15], but since the transformation parameter was
close to 0 (approximately -0.35) we chose to use a log trans-
formation for its ease of interpretation.

A quantile-quantile plot, abbreviated QQ plot, is a graphical
device used to check the validity of an assumed distribution
for a given data set. Comparing the Normal-QQ plots (see
Wang and Bushman [22]) of the congruent and incongruent
reaction times in Figure 4, we see that the log times are
close to normally distributed and have fewer outliers. For
the remaining analysis we use the log response times.

As counts out of a set of attempts, accuracy and “no re-
sponse” percentages are binomial instead of normal. Those
variables were transformed using the logit transformation
(see Altman [1]) to compare the log odds ratios.

While many statistical methods assume normality, most of
those same tests are considered robust to violations of that
assumption. Some research suggests that while normality
may not be necessary, such normalizing transformations can
improve the power of such methods (Altman [1] and Kirisci [11]).

2.3 Boredom, Difficulty and Other Covariates
Regardless of whether or not there is a difference between the
hand crafted and procedurally generated levels, it is reason-
able to expect that boredom should have a significant effect
on attention. The test as a whole was two hours long and
several subjects commented that it was getting boring by
the end. To compensate for the possible effects of boredom,
the two possible orders of play were balanced against each
other. Assuming there is no strong interaction between the
order of play and which level set was being played, any order
effects should average out.

Difficulty is a hard thing to estimate mechanically (Jarušek
and Pelánek [8]). Despite choosing levels that were numer-
ically similar to one another (similar size, similar number
of boxes, similar number of moves needed to solve, etc.),
it seems like the hand crafted levels were still much harder
than the procedurally generated levels. Subjects successfully
completed many more procedurally generated levels within
the same time frame (1.5 ± 0.6 hand crafted levels versus
5 ± 1 procedurally generated levels, on average). At the
same time, difficulty does not necessarily correlate with in-
terest since different individuals have different preferences
for difficulty. (This is supported by evidence from the par-
ticipant survey. See Section 3.2.) To ensure the differences
in difficulty influenced the results as little as possible, several
covariates related to difficulty were chosen. These were the
number of levels attempted during each level set, the num-
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Figure 4: Normal-QQ plots of the congruent and incongruent reactions times and their logs. The dashed
lines indicate 95% confidence intervals about the fitted lines.

ber of levels solved out of those attempted, and the number
of times a subject quit a level without solving it.

Besides the covariates related to the difficulty of the level
sets, we recorded many other variables to help account for
the differences between players. We narrowed the list down
to 28 variables that we felt were likely to have an impact on
player performance, including how often they played games,
whether or not they were a fan of puzzle games, their subjec-
tive impressions of the game, and their scores on the atten-
tion test. Principal component analysis was used to further
reduce the number of variables to a more manageable level.

There were several other potentially useful covariates that
we chose to leave out. Three participants indicated on the
survey that they were left handed, and two indicated that
they had been diagnosed with some form of attention disor-
der. Neither of these variables were included due to the low
number of data points.

3. THE DATA
Before we perform our analysis, a brief discussion of our vari-
ables and models is appropriate. This section is divided into
three subsections. Section 3.1 describes the independent and
dependent variables used in our study. Section 3.2 describes
the covariates. Section 3.3 describes the three models for
which our analyses will be performed.

3.1 Independent and Dependent Variables
There were two independent variables: which level set the
participant was playing (either hand made or procedurally
generated), and whether that set was the first or second
set played. Participants were assigned to the four possible
combinations in equal numbers.

There were six dependent variables: congruent reaction time,
incongruent reaction time, congruent percentage correct, in-
congruent percentage correct, congruent percentage unan-
swered and incongruent percentage unanswered.
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Figure 5: Bean plots (a form of kernel density plots, see Tukey [21]) comparing the distribution of the scores
on the hand made levels and the scores on the computer generated levels. The thick lines show the mean of
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Reaction times are recorded in milliseconds and log trans-
formed before analysis. On the congruent prompts, the av-
erage log response time is 7.53 log-milliseconds (SD = 0.3),
or 1.85 seconds. For the incongruent prompts, the time is
7.63 log-milliseconds (SD = 0.28), or 2.06 seconds. Since
these are the means of logs, the inverse transformation gives
the geometric mean of the original times. (The arithmetic
mean of the untransformed times are 2.71 and 2.73 seconds,
respectively.)

The percentage measures are transformed using the logit
transformation which is in log odds units. For the percent-
age correct, the log odds are 2.31 (SD = 1.02) and 0.23
(SD = 1.76) for the congruent and incongruent prompts, re-
spectively. This translates to an average of 91% correct for
the congruent prompts and 55% correct for the incongruent
prompts. For the percentage unanswered, the log odds are
-2.49 (SD = 1.02) and -2.41 (SD = 1.07), respectively. This
is an average of 7.7% and 8.2% unanswered on the congruent
and incongruent prompts, respectively.

These values represent the raw data collected from the ex-
periment before separating the scores on the hand made and

Mean Std. Dev.

Reaction Time
Con. 7.53 0.30
Incon. 7.63 0.28

Correct Responses
Con. 2.31 1.02
Incon. 0.23 1.76

Unanswered Prompts
Con. -2.49 1.02
Incon. -2.41 1.07

Table 1: A summary of the dependent variables col-
lected for this study.

procedurally generated levels or adjusting for the covariates.
Figure 5 compares the distributions of these six variables and
Table 1 summarizes them numerically.

3.2 Covariates
28 covariates were used in the analysis. These can be log-
ically divided in to 6 groups of variables. Before the pri-
mary analysis, we used principal component analysis (see
Jolliffe [10]) to reduce the number of these variables. For
each group, we kept the principal components with an eigen-
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Figure 6: Scree plots summarizing the number of components extracted from each group of covariates.

value greater than 1. Figure 6 shows the scree plots for each
of the six groups. We used varimax rotation to normalize the
components afterwards. We also applied the same analysis
to all 28 covariates together.

• There are three variables representing the difficulty of
the levels played. These are the number of levels at-
tempted, the number of levels solved and the number
of times a player quit a level without solving it. A
principal component analysis of these results in two
components that explain practically all of the variance
of this group of covariates.

• There are six variables representing the participants
scores on the Attention Network Test. These are their
reaction times and correct response percentages on the
congruent prompts, the incongruent prompts and the
neutral prompts. (Note that these prompts are not the
same as the Stroop prompts used during the game.)
The percentages were transformed to log odds before
any further analysis. A principal component analysis
of these gives two variables that explain 73% of the
variance.

• There are four variables taken from the Sokoban prac-
tice: the number of practice levels attempted, the num-
ber of practice levels solved, the average number of
moves beyond the optimal solutions, and the average
number of pushes beyond the optimal solutions. The
analysis of these variables gives a single component
that explains 59% of the variance.

• There are six variables taken from the Stroop practice.
These are of the same form as the six dependent vari-
ables: the reaction time, percentage of correct answers,
and percentage of unanswered prompts, each separated
into congruent and incongruent cases. These variables
were transformed in the same ways as the dependent
variables. One principal component explains 59% of
the variance of these covariates.

• There are four variables from the survey that represent
the participants’ familiarity with gaming and with puz-
zle games in particular. These are the number of hours
per week the participants spend on the computer, the
number of hours per week spent gaming, the partici-
pants’ opinion of gaming on a seven point scale, and
whether or not they enjoy puzzle games. The seven
point scale used ranged from“Dislike Greatly”to“Neu-
tral” to “Enjoy Greatly.” There was a “No Opinion”
option, but no one selected it. Whether or not the par-
ticipants liked puzzle games was taken from a list of
game genres they selected their preferences from. One
principal component explains 57% of the variance.

• The final group of five variables are from the sur-
vey and represent the participants’ experiences with
the game. Each of these variables are taken from a
seven point scale ranging between two antonymous
adjectives. These five pairs are “Terrible” to “Won-
derful,” “Difficult” to “Easy,” “Frustrating” to “Satis-
fying,”“Dull” to “Stimulating,” and “Boring” to “Fun.”



Two principal components explain 75% of the variance
within these variables.

We previously mentioned that difficulty does not necessarily
correlate with interest, and the analysis of this last group of
survey responses provides some evidence for that. One of
the two components is largely composed of the “Difficult” to
“Easy” value, while the other is largely composed of three
of the other four values. (“Frustrating” to “Satisfying” con-
tributes approximately equally to both components.) Addi-
tionally, the“Difficult”value and the“Fun”values are almost
uncorrelated.

3.3 Model Selection
In total, the principal component analysis leaves us with nine
variables. The principal component analysis on all 28 vari-
ables also leaves us with nine variables (explaining 82% of
the variance). From this, we construct three different mod-
els and compare the results. All three models are analyzed
as linear mixed models with the dependent variables and
covariates modeled as fixed effects and the subject ID as a
random effect. A compound symmetric covariance structure
is assumed. The models differ in the selection of covariates.
The three models are:

1. Combine the covariates into logical groups and run a
principal component analysis on each group.

2. Run a principal component analysis on all of the co-
variates simultaneously.

3. Take a single, unrotated component from all the co-
variates (see Parsons et al. [16]).

4. ANALYSIS
Tables 2–4 summarize, for the reaction time, the percent-
age correct, and the percentage unanswered, respectively,
the adjusted procedurally generated level scores minus the
adjusted hand crafted level scores at a 95% confidence level.
Each of these is treated in a separate subsection below.

To get a final result from the three different models, we
take the most significant result from each category. This
does inflate the significance of the results, and is therefore
ill advised for most analyses, but since we wish to show that
there is no significant difference between the hand-crafted
and the computer-generated levels, inflating the significance
only strengthens our conclusion.

The remainder of this section is divided into three subsec-
tions. Section 4.1 contains an analysis of the players’ reac-
tion times. Section 4.2 contains an analysis of the percentage
of correct answers to the auditory Stroop test. Section 4.3
contains an analysis of the percentage of unanswered ques-
tions from the auditory Stroop test.

4.1 Reaction Time
Reaction time was recorded as the logarithm of the users’
times measured in milliseconds. To get an interpretable ra-
tio we invert this transformation by exponentiating the raw
differences. Under our assumptions, a slower reaction to the

Test Model 1 Model 2 Model 3

Con. -0.017 0.177 0.028 0.182 0.023 0.134
p = .103 p = .008 p = .006

Incon. -0.045 0.149 0.005 0.157 -0.001 0.111
p = .289 p = .036 p = .052

Table 2: Reaction time

Stroop prompts would imply that the user was paying more
attention to that level set. The third model gives the most
significant results for the congruent reaction times, and the
second model gives the most significant results for the in-
congruent reaction times.

For the congruent reaction times, players were on average
(95% confidence) between 1.025 and 1.145 times slower in
responding to the Stroop test during the procedurally gener-
ated levels. For the incongruent times, players were between
1.005 and 1.170 times slower during the procedurally gen-
erated levels. This implies that players were paying more
attention to the procedurally generated levels and less at-
tention to the Stroop test compared to their times during
the hand crafted levels. For comparison, the first model
showed no significant difference, while the remaining model
showed a less significant result in the same direction.

4.2 Percentage Correct
Test Model 1 Model 2 Model 3

Con. -0.202 0.700 -0.305 0.347 -0.281 0.264
p = .272 p = .899 p = .947

Incon. -0.530 0.424 -0.602 0.185 -0.537 0.019
p = .823 p = .294 p = .067

Table 3: Percentage correct

All percentage data were transformed to log odds before the
analysis. To transform to the more interpretable odds ratio,
we again exponentiate the raw differences. Under our as-
sumptions, a greater likelihood of getting a correct response
to the Stroop test would imply that the players were pay-
ing more attention to the Stroop test and less to the game.
The first model gives the most significant estimates for the
congruent results, while the third model gives the most sig-
nificant estimates for the incongruent results.

No model gives a significant result at 95% confidence. The
most significant of the models for the congruent case shows
the players as between 0.817 and 2.014 times as likely to an-
swer the Stroop prompts correctly during the procedurally
generated levels (i.e. between 18.3% less likely and 101.4%
more likely.) For the incongruent case, the third model gave
the most significant result with players between 0.584 and
1.019 times as likely to answer correctly during the proce-
durally generated levels.

4.3 Percentage Unanswered
For the percentage of Stroop prompts left unanswered, a
higher score would indicate that the player was paying less
attention to the Stroop test and more to the game. The first



Test Model 1 Model 2 Model 3

Con. -0.657 0.189 -0.295 0.323 -0.156 0.353
p = .271 p = .928 p = .438

Incon. -0.847 0.094 -0.446 0.243 -0.352 0.218
p = .114 p = .557 p = .639

Table 4: Percentage unanswered

model gave the most significant results for both the congru-
ent and incongruent cases, although none of the results were
significant at the 95% level. Players were 0.518–1.208 times
as likely to leave a congruent prompt unanswered during
the procedurally generated levels, and 0.429–1.099 times as
likely for the incongruent prompts.

5. CONCLUSION
While their reaction times suggest that the players were pay-
ing slightly more attention to the procedurally generated
levels than to the hand crafted ones, none of the differences
were highly significant. We conclude that players pay about
as much attention to procedurally generated levels as they
do to hand crafted levels, that they are in a sense equally
engaged, from which it might be implied that they find both
types of level equally interesting. Many open questions re-
main, including the development of other robust measures
of the quality of procedurally generated content, and the
further elucidation of the relationships between player at-
tention, engagement, and interest.
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